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ABSTRACT This paper considers challenges resulting from the use of advanced artificial judicial intelligence (AAJI). We argue that these challenges should be considered through the lens of value alignment. Instead of discussing why specific goals and values, such as fairness and nondiscrimination, ought to be implemented, we consider the question of how AAJI can be aligned with goals and values more generally, in order to be reliably integrated into legal and judicial systems. This value alignment framing draws on AI safety and alignment literature to introduce two otherwise neglected considerations for AAJI safety: specification and assurance. We outline diverse research directions and suggest the adoption of assurance and specification mechanisms as the use of AI in the judiciary progresses. While we focus on specification and assurance to illustrate the value of the AI safety and alignment literature, we encourage researchers in law and philosophy to consider what other lessons may be drawn.
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1. INTRODUCTION

Judges serve complex functions and roles within society (Sourdin and Zariski 2013). They need to align their decisions with laws and policies (Epstein, Landes, and Posner 2013), and with their social functions, such as to settle disputes, resolve unclarity and conflicts in the law, and protect the rule of law, among others (Green 2016). Delegating judicial decision-making to artificial intelligence (AI) likewise necessitates value alignment. That is, decisions made and actions taken by an AI in this context ought to capture the complex norms, ideals, and broader goals of the judiciary. While previous work has focused on which abstract values judicial decision-making ought to be aligned with, such as principles of nondiscrimination (e.g., Pasquale 2015; Chen 2019; Kleinberg, Ludwig, et al. 2018), and transparency (e.g., Berman 2018; Coglianese and Lehr 2019; Winter 2022), this paper focuses on the challenges of alignment itself: How can we correctly specify and ultimately encode more concrete values into judicial AI in a way that ensures that these values are followed or respected as intended? What lessons can be drawn from existing research on alignment?

Despite the concerns shared with the field of AI safety, the judicial AI literature has not yet recognized the value alignment framing and thus neglects issues and research...
directions that are discussed in research on the alignment problem more generally (see Christian 2020; Hendrycks et al. 2022; Hubinger et al. 2019; Kenton et al. 2021; Langasco et al. 2022; Leike et al. 2018; Manheim and Garrabrant 2019; Ngo 2022a; Russell 2019; Soares 2018). For instance, the AI safety literature shows many examples of an AI behaving in unintended ways due to a misaligned goal of the system (Amodei and Clark 2016; Amodei et al. 2016; Lehman et al. 2020; Krakovna 2018; “Artificial Intelligence Incident Database” 2022). Amodei and Clark illustrate this with an example of an incident where a game-playing AI trained to run a race course ended up maximizing its score by hitting targets without ever finishing the race, thereby meeting the specified goal of a high score while failing to satisfy the intended, but unspecified, outcome of completing the course. By considering and learning from such past mistakes, technical and legal researchers alike can mitigate and avoid future bad or unintended outcomes in AI decisions—particularly in more consequential settings, like the judiciary. Since the alignment literature proposes concrete methods to avoid misalignment, we argue that the alignment framing and its associated literature have much to offer the ongoing discussion. This may be especially important now, as AI becomes an integral part of the judiciary and begins to carry out judicial functions.

Currently, AI is used in judiciaries around the world to support or replace parts of human judicial decision-making (cf. Sourdin 2021; Winter 2022). Supportive AI provides information, advice, or other support to human actors. Risk assessment tools are a common form of supportive AI, used in criminal justice to aid a human judge with decisions about pretrial release and sentencing by predicting risk and likelihood of recidivism (Becker and Ferrari 2020; HLR 2017; see also Hayward and Maas 2021, pp. 13–14). For example, COMPAS, a risk assessment tool used in a number of states in the US, produces sentencing recommendations based on an interview with the offender and information from their criminal history (HLR 2017). Other jurisdictions use similar tools, such as HART in the UK and VICTOR in Brazil (Jauhar et al. 2021). In contrast, replacement AI carries out judicial decision-making, thereby leaving human actors in an even more limited role or replacing them entirely. Replacement AI does not merely support human actors by providing specific information or suggestions. Instead, this form of AI actually decides matters. While AI has not yet replaced judicial decision-making by humans, some applications have come close. For instance, China’s Internet Courts use machine learning technology to generate judgments and decrees for judges in internet-related disputes (Beijing Internet Court 2019, p. 10; Shi, Sourdin, and Li 2021, p. 11; Stern et al. 2021).

Although current AI still has limited capabilities and responsibilities in judicial decision-making, economic incentives favor increased (and more widespread) use of AI to automate judicial decision-making. Re and Solow-Niederman (2019, p. 258) argue that “the pitch to invest in ‘better, faster, cheaper’ justice will prove irresistible” as courts find themselves overburdened with cases, which strains access to justice. Furthermore, recent survey data suggests that, on average, legal scholars estimate that almost 30 percent of judicial decision-making will be carried out by AI in only 25 years time (by 2046), tripling their estimate that AI currently accounts for less than 10 percent of judicial decision-making (Martínez and Winter 2022). In other surveys, AI experts estimated that there is a 50 percent chance that AI that surpasses human performance in every task, including decision-making in any domain, will be developed by 2059 (Stein-Perlman, Weinstein-Raun, and Grace 2022), 2060 (Zhang et al. 2022: cross-sectional sample), 2061 (Grace...
et al. 2018; Walsh 2018), and 2076 (Zhang et al. 2022: panel sample).

Scholars have considered the possibility of advanced AI in the judiciary, referring to it as “cyborg judges” (Crootof 2019), “AI judges” (Michaels 2020), “global digital arbiter” (Maas 2022), and the “legal singularity” (Alarie 2016; Deakin and Markou 2020). In this paper, we focus on one specific manifestation of replacement AI: advanced artificial judicial intelligence (AAJI), defined as “an artificially intelligent system that matches or surpasses human decision-making in all domains relevant to judicial decision-making” (Winter 2022). Survey data suggests that legal academics by-and-large consider the use of AI in the judiciary a promising development in the long-run, especially from the perspective of improving access to justice, economic efficiency, predictability and even judicial independence and transparency (Martínez and Winter 2022); however, scholars also note that this transition could threaten constitutional rights (Huq 2020b), the rule of law (Greenstein 2021; Zalnieriute, Moses, and Williams 2019), judicial independence (Sourdin 2021; Winter 2022), and basic judicial legitimacy (Crootof 2019; Michaels 2020; Sourdin 2021; Winter 2022).

This article frames the transition to AAJI as a domain-specific value alignment problem. Instead of discussing the merits of specific goals and values, such as fairness or non-discrimination, we consider the question of how AAJI might be aligned with those goals and values to be reliably integrated into legal and judicial systems over time. This parallels a broader discussion about how transformative AI must be aligned with human values generally. The paper proceeds as follows. In Section 2, we introduce the value alignment problem for AAJI. We then discuss two areas of AI safety and corresponding insights for judicial values and the design of AAJI, with Section 3 on specification and Section 4 on assurance. Section 5 concludes.

2. Value Alignment

For the use of artificial intelligence in the judiciary to be beneficial to humans, judicial AI must necessarily be aligned with core judicial values. The value alignment problem, then, is the challenge of ensuring that AI acts according to these values (see also Hilton 2022, fn. 29 reviewing various definitions of alignment). Researchers have described various forms of alignment, such as behavior alignment (Leike et al. 2018), intent alignment (Christiano 2018), incentive alignment (Everitt et al. 2021a; Everitt et al. 2021b), outer and inner alignment (Hubinger et al. 2019), as well as various approaches to solving it, such as iterated amplification (Christiano et al. 2018), debate (Irving et al. 2018), and recursive reward modeling (Leike et al. 2018; for general overviews, see Everitt et al. 2018; Kenton et al. 2021). While recognizing the imprecise nature of the terms “AI alignment” and “value alignment” (cf. Christiano 2018; Christian 2020; Gabriel 2020), we nevertheless find it helpful to consider value alignment for AAJI as being primarily concerned with two challenges: (1) the normative challenge of what values or objectives an AI ought to apply in the judicial setting and how, and (2) the technical challenge of how to encode such values or objectives into an AI (cf. Gabriel 2020; Ngo 2020). Although these are described as two distinct challenges, they are interrelated in various ways, as we describe in later sections on specification and assurance.

Notwithstanding the novelty of the value alignment framing for AI in the judiciary, legal scholars have long considered this first, normative challenge, of what fundamental values in the judicial system describe the main functions and responsibilities of the judiciary. Most notably with regards to judicial values in the United States, Martínez and Tobia (2022) find that the majority of US law professors consider fairness, economic efficiency, welfare, and rule-of-law values to be
among the primary purposes that law should serve. Further important values identified in the literature include judicial independence (cf. T. S. Ellis III 2005; Shetreet 2012), transparency (Samaha 2008), and predictability (Bednar 2004). Others have described the roles and values of the judiciary in terms of how they are shaped. Garoupa and Ginsburg (2009) discuss the role of internal audiences (other judges) and external audiences (lawyers, media, the public) in maintaining accountability and a good reputation for the individual judge and the judiciary as a whole. Likewise, Banks and O’Brien (2021) describe a variety of internal and external constraints on judicial power and decision-making (see also Baum 2009; Spiller and Gely 2008).

While many values have also been discussed in the context of judicial AI, some judicial values remain especially neglected. Values that are discussed frequently pertaining to AI in the judiciary include transparency (Berman 2018; Coglianese and Lehr 2019; IEEE 2019; Sunstein 2019; Winter 2022; Zalnieriute, Moses, and Williams 2019), non-discrimination and impartiality (CEPEJ 2018; Chander 2017 reviewing Pasquale 2015; Chen 2019; European Commission 2021; Hacker 2018; Kleinberg, Ludwig, et al. 2018; Sourdin 2018; Sunstein 2019; Surden 2020; Winter 2022), and reason-giving in judicial decision-making (Atkinson, Bench-Capon, and Bollegala 2020; Huq 2020a; Pasquale 2019). However, few discuss the role an advanced judicial AI could have in the broader political landscape, such as its impact on democratic legitimacy. Notable exceptions include recent discussion on separation of powers and judicial independence (Sourdin 2021; Stern et al. 2021; Winter 2022), as well as the educational role that the judiciary, and judicial commentary in particular, arguably has towards litigants, lawyers, and civic education broadly in society (Sourdin 2018).

In the following, we discuss two specific contributions that the alignment framing and its growing literature can make to the discourse on judicial AI, in particular in adequately understanding both the problems posted, and potential solutions. We first argue that the current literature on values in the judiciary lacks adequate specification needed to build safe AAJI which raises issues on the theoretical level and for practical decision-making. More specifically, the literature fails to resolve tensions both within and between values, and neglects certain values. Second, we describe how assurance, a mechanism for control and accountability, is necessary for AAJI alignment, and argue that the existing discussion on accountability around AI legal decision-making should build on similar themes found in the AI safety and alignment literature. While we focus on specification and assurance to illustrate the value of the AI safety and alignment literature, we encourage researchers in law and philosophy to consider what other lessons may be drawn, for instance regarding robustness (Hendrycks et al. 2022, pp. 3–4; Kohli et al. 2019; Ortega, Maini, and DeepMind safety team 2018), how to address various forms of uncertainty (Christian 2020; Kanal and Lemmer 1985), and the importance of interpretability (for an overview, see Hubinger 2022).

3. Specification

Specification is the task of conveying to a machine learning system what exactly its designers would like it to do (Rudner and Toner 2021). Misspecification, then, is the gap between the ideal specification (what the designer intends the system to do) and the design specification (what objective the designer actually implements) or the revealed specification (what the system actually does to achieve the objective). For some tasks, such as choosing which tiles in a CAPTCHA test contain a fire hydrant, it is relatively straightforward to write a precise description that avoids misspecification. Yet, for many other tasks, such as ensuring the right balance
of judicial independence, access to justice, and rule-of-law values, it is difficult to capture the nuances of these values in sufficiently specified mathematical language that can be encoded into an AI. While specification is normative in that it entails describing (and therefore choosing) the values themselves, encoding those values in a sufficiently action-guiding way is part of the technical challenge. From this foundation, we argue for the importance of specification to resolve tensions between competing values and resolve tensions that arise from conflicting meanings within a given value (cf. Whittlestone et al. 2019) in the face of value tradeoffs that judges inevitably face. Finally, we discuss the importance of specifying values that consider the role of an AJLI in the broader political context, involving interactions with other branches of government and the public, in order to align with the entirety of the judicial role.

We turn first to tensions that arise between conflicting judicial values. To illustrate this, Kleinberg, Ludwig, et al. (2018) describe tension between values raised by the use of screening algorithms that predict flight and crime risk for criminal defendants pending trial. The algorithms in question use data on age, criminal history, and current offense to analyze the risks more accurately than human judges (see also Kleinberg, Lakkaraju, et al. 2018). By their nature, these algorithms can quantify tradeoffs between different values, in this case related to racial disparities in criminal justice (see generally SCPI 2017; Sentencing Project 2000), detention and incarceration rates, and public safety. They can enhance decision-making, but they also require an explicit, and perhaps uncomfortable (cf. Tetlock 2003), choice about competing values and outcomes which are less transparent in human-centered judiciaries. For example, an algorithm with greater predictive power could reduce crime while maintaining the same detention rate or vice versa; it could be used without race as a data point, or it could seek greater racial balance in release rates (Sunstein 2019). Even though it has been noted that the algorithm developed by Kleinberg, Lakkaraju, et al. is capable of achieving greater racial equality while simultaneously reducing crime and detention rates (Sunstein 2019; Winter 2022), as long as racial equality and the reduction of crime and detention rates are not positively correlated, such trade-offs will have to be made eventually. By focusing on specification, the alignment literature urges one to think about how these uncomfortable trade-offs between competing values should be made to avoid the risks of under-specified systems.

Specification must also resolve tensions within values, that is, competing notions of the same value that would lead to different decisions or outcomes. For instance, terms such as “fairness” and “justice” can mask differences in interpretation across different normative perspectives. While fairness is generally accepted as a core value of the judiciary, the term is arguably under-specified in legal scholarship. Meanwhile, literature on algorithmic decision-making identifies several possible conceptions of fairness that may be sufficiently specified, yet some are incompatible with one another (see Berk et al. 2021; Binns 2018; Clouser and Gert 1990; Kleinberg et al. 2017; Ruf and Detyniecki 2021). Other widely endorsed judicial values for AI, such as the rule of law and democratic principles, face similar issues. How can we implement rule-of-law values when multiple definitions and interpretations thereof exist (see Berman 2018; Pasquale and Cashwell 2018; Tamanaha 2004)? Likewise, how can a specification describe the value of protecting human rights (see CEPEJ 2018; IEEE 2019; Wachter, Mittelstadt, and Floridi 2017; Završnik 2020) when multiple conceptions and interpretations of human rights exist and conflict in theory and in practice (Waldron 1989; Xu and Wilson 2006)? These questions remain neglected, yet are crucial for
reaching a sufficiently safe specification of judicial AI, even in current applications. Encouraging the discussion to adopt a focus on tensions will be a useful tool moving forward, especially given legal and philosophical scholars’ familiarity with balancing and proportionality tests in weighing competing values (Wilson 1995; but see Aleinikoff 1987; Winter 2020).

Furthermore, because human judges play an important role in a broader political context, the ideal specification of the values and objectives of an AAJI must account for checks and balances and public legitimacy, among other considerations. However, these values are rarely discussed in the context of judicial AI, and it is unclear how AAJI might fulfill them in practice. For example, judicial review in the United States is well-understood as the ability of the judiciary to strike down acts by the legislative or executive branch as unconstitutional, but the exact nature, scope, and ultimate value of this ability are highly contested (see, e.g., Grey 1975; Landau 2017; Waldron 2006). How can an AAJI system effectively maintain checks on power? How can values that seem almost too broad by definition, such as separation of powers and judicial independence, be sufficiently specified to avoid misspecification, which might result in unintended shifts of political power?

Through this value alignment lens, there is a clear need for more discussion on how the roles and values of the judiciary should be specified. Only through sufficient specification can an AAJI navigate tensions within and between values that arise in judicial decision-making and avoid the pitfalls of misspecification. As specification should also include values on the role of the judiciary in the broader political context, future research may rise to the challenge by combining insights from the alignment and AI safety literature with the long-lasting debates in political and constitutional theory.

4. Assurance

Once the values for an AAJI have been specified and encoded, it is important to monitor an AI’s decision-making over time in a process known as assurance. Assurance is the collection of methods and mechanisms used to inspect, evaluate, and control AI and ensure that it operates in the intended way (Kazim and Koshiyama 2020; Ortega, Maini, and DeepMind safety team 2018). This section gives an overview of the assurance mechanisms developed in the AI safety literature and shows how they can aid AAJI value alignment. While assurance mechanisms take various forms, they typically aim at increasing the verifiability, transparency & interpretability, and interruptibility of AI (see also systematic review by Batarseh, Freeman, and Huang 2021). We will address each in turn.

First is verifiability, or mechanisms for verifying claims about AI development and deployment, including as they relate to value alignment. For AAJI development, verification mechanisms could be used to evaluate how AI protects privacy or judicial independence and to ensure that AI developers follow applicable laws and policies. Brundage et al. (2020) survey a number of specific mechanisms at the software, hardware, and institutional level that could be used for verification purposes. Institutional mechanisms, which shape the incentives of those involved with AI development, may be especially valuable for legal-philosophical scholarship to explore, given the possibility for legal mechanisms to shape relevant incentives and researchers’ familiarity with the subject. For example, regulations might require third party audits to verify claims made at different stages of AAJI development, such as those about sufficiently representative training data or decision outcomes, as well as ongoing audits throughout its use to ensure that the system is still aligned. Beyond specific mechanisms and incentives, there is much for scholars
of law, policy and philosophy to unpack regarding the desired normative benchmarks for verification. What normative measures could allow third parties to verify sufficient judicial independence and access to justice? More broadly, what approaches can be used to verify different judicial values? What legal incentives for verification are possible?

Second, the AI assurance literature emphasizes the importance of transparency and interpretability, which refer to the ability to observe and understand how an AI works. The importance of interpretability is highlighted by Deeks (2020), who describes the benefits of judicial reason-giving for internal and external audiences as improving decision quality, promoting efficiency, strengthening legitimacy, constraining other decision-makers, and fostering accountability (see also Coglianese and Lehr 2019; Christiansen and Eskridge 2014; Garoupa and Ginsburg 2009; Selbst and Barocas 2018). Transparency and interpretability were most notably at issue in State v. Loomis, where the defendant argued that the court’s reliance on the COMPAS software program violated his due process rights in part due to lack of transparency. Because the methodology of the software is a trade secret, neither the defendant nor court could evaluate how the risk scores were determined or factors weighed (HLR 2017). Despite this, the court ruled that the COMPAS assessment could be used along with other information in making a decision. However, if political and philosophical ideals already favor strong interpretability norms and legal systems often require judges to offer explanations for their decisions (Surden 2020), one might wonder what if anything new there is to be gained from the alignment literature.

The literature on AI assurance can make valuable contributions to this debate. It promotes models that are interpretable by design over merely explainable AI, particularly for high-stakes decisions, including criminal justice (Rudin 2019; see also Rudin and Radin 2019). Crucially, it also motivates us to consider which interpretability methods, such as mechanistic interpretability for understanding neural language models (Olah 2022; Olah et al. 2020) may be most promising in the context of judicial AI. Furthermore, the alignment literature offers numerous methods for evaluating interpretability for different tasks and requirements that are applicable to judicial decision-making. More concretely, Doshi-Velez and Kim (2017) lay out three approaches for evaluating interpretability: application-grounded, human-grounded, and functionally-grounded, each with different costs and levels of specificity. Application-grounded approaches involve experiments in which human experts explain how an AI conducts a real-world task, such as deciding a case, and the quality of those explanations are evaluated to determine interpretability. Human-grounded approaches are also based on human experiments but with simplified tasks, such as having human evaluators choose between explanations offered for an AI’s decision or behavior. Last, Doshi-Velez and Kim outline functionally-grounded evaluations that require an AI to meet a formal definition of interpretability that has been validated through application- or human-grounded approaches, thereby avoiding the need for additional human experiments. Given the importance of interpretability in judicial processes and the high stakes of judicial decisions, evaluation of AAJI should include at least some application-grounded approaches, even if resource-intensive. That said, further research could explore whether different approaches to interpretability are appropriate at different stages of development or for certain judicial functions or values. For example, human-grounded approaches might be appropriate for evaluating more general notions, such as having a lay audience choose which of two decisions is more understandable. Application-grounded evaluations may involve different experts for different types
of tasks or values. What approaches to interpretability might be preferable for different functions and roles of the judiciary, and under what conditions? What kinds of tasks should be evaluated and how? What might be required by law in different jurisdictions? Could the right to a fair trial require high standards of interpretability?

Just as there are several methods for evaluating interpretability, the alignment literature also offers different kinds of interpretability that promise insights for AAJI assurance. Weller (2019) and Doshi-Velez and Kim (2017) distinguish between global interpretability, a general understanding of how the system works, and local interpretability, knowing the reasons for a specific decision. In the context of AAJI, global interpretability would be an understanding of patterns in judicial decision-making, while local interpretability would be knowing the reasons for a specific judicial decision. Crucially, both local and global interpretability could relate to questions of law and fact. The distinction between local and global interpretability may also be relevant to discussions of AAJI alignment, as different values may depend on different forms of interpretability. Deeks (2019) discusses how approaches to explain AI in the judiciary may pursue local or global interpretability, depending on the application, noting that global interpretability may be important to evaluate bias or error in the system overall, whereas local interpretability may be useful for an individual navigating a particular case. Although further investigation is necessary, global interpretability is likely necessary to uphold values that relate to the role of the judiciary in the broader political system, such as judicial independence and separation of powers. More generally, one might ask in what circumstances local or global interpretability are appropriate for AAJI, and under what conditions this might depend on the relevant audience (Deeks 2019; Garoupa and Ginsburg 2009).

Finally, assurance also entails the ability to interrupt an AI in order to stop or otherwise change undesired behavior. Users and developers may want to interrupt an AAJI system for a variety of reasons, for example if it displays unintended behavior, relies on insufficiency representative training data, or undermines legal norms. In the human-centered judiciary, these concerns are often addressed via an appeals process. Equally, assurance processes in an AAJI ought to account for the appeals process, but they may also need to allow immediate interruption in the event of a technical error or unintended behavior by the system—even more so when judicial AI moves from supportive to replacement roles. This raises a number of questions, such as what the requirements for interruption might be, which agents would have the power to interrupt, and how judicial independence might be upheld in such scenarios. Further, one might investigate whether the appeals process should be adapted to address new concerns from AAJI, for example to stay a judgment or order while seeking immediate review for misaligned behavior.

Because of the fundamentally different nature of AI and the opportunity for new failure modes, it is vital that an AAJI achieves a level of assurance that is similar or superior to that of human judges in order to support important judicial values. The discussion on AI in the judiciary may benefit greatly from advances and insights in the AI safety and alignment literature on assurance that have yet to be incorporated.

5. Conclusion

Jurisdictions around the world increasingly rely on AI in the judiciary. This article has argued that many of the challenges that accompany this transition and have yet to be addressed are alignment problems. Instead of discussing the merits of specific goals and values, we considered the question of how AAJI can be aligned with desired goals
and values. More precisely, we argued that the alignment framing helps to identify two central questions: (1) how should judicial values be specified to provide practical guidance in concrete situations, including when they conflict (specification), and (2) what methods and mechanisms are needed to provide assurance that judicial AI operates on the values we intend (assurance)?

In order to appreciate the challenge of alignment for AAJI and answer these questions comprehensively, we suggested various strategies and research directions for scholars of law, philosophy, and computer science to pursue. We found that the alignment framing sheds light on the importance of specification that provides guidance for tensions between and within values like separation of powers and judicial independence. It also offers novel ways to approach assurance concerns, for instance with methods to verify values, evaluate interpretability, and ensure adequate judicial review and interruptibility. In all of these areas, the alignment literature provides indispensable insights for legal and philosophical scholarship on AAJI, and its framing offers a useful guiding function.

If AI is one day able to match or surpass human judicial decision-making, but that day is far enough in the future, we may be able to defer discussion. However, it is unclear how far off this future is, and it seems foolhardy to defer discussion until such systems are proven possible, since the proof is likely to come in the form of the actual use of these systems—in other words, too late to prepare.
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1. Conversely, the AI alignment literature has already begun to draw on legal scholarship, including in the fields of contract law and economics (see, e.g., Hadfield-Menell and Hadfield 2018) and human rights law (Bajgar and Horenovsky 2022).

2. This type of misalignment has been referred to as “reward hacking” (see, e.g., Christiano 2016; Cohen, Hutter, and Osborne 2022; Irving et al. 2018; Leike et al. 2018; Skalse et al. 2022), which may become even more severe as AI systems become increasingly capable (Pan, Bhatia, and Steinhardt 2022). The literature on goal misgeneralization demonstrates a related type of misalignment, in which an AI system trained to pursue a specified objective nevertheless learns to pursue a proxy and thereby threatens AI safety (Shah et al. 2022).

3. For example, several recommendations exist for mitigating the risk of reward hacking (see, e.g., Everitt et al. 2021; Zhuang and Hadfield-Menell 2020).
4. Wang (2020) explains how this takes on different forms in state-driven (China) and market-driven (US) adoption of AI in the judiciary.

5. The literature on forecasting indicates that domain expertise alone does not necessarily provide an advantage in making predictions (Tetlock 2005; Tetlock and Gardner 2015; Armstrong and Greene 2007, pp. 998–1002). For a review of past AI forecasts, see Muehlhauser (2016).

6. Also referred to as “Human-Level Machine Intelligence” (HLMI).

7. Note that the relevant survey questions differ slightly. Grace et al. 2018; Stein-Perlman, Weinstein-Raun, and Grace 2022; and Zhang et al. 2022 in their panel sample study asked about “unaided machines [that] can accomplish every task better and more cheaply than human workers” and instructed participants to “[i]gnore aspects of tasks for which being a human is intrinsically advantageous, e.g. being accepted as a jury member.” These three surveys were further conditional on “human scientific activity continuing without major negative disruption.” Walsh (2018) asked about AI “able to perform almost all tasks (>90% of all tasks) that are economically relevant better than the median human paid to do that task in 2019. You should ignore tasks that are legally or culturally restricted to humans, such as serving on a jury.”

8. Gabriel (2020) questions the “simple thesis” that it is possible to work on the technical challenge separately from the normative challenge.

9. For a discussion regarding considerations of fairness and societal welfare in the legal system, see Kaplow and Shavell (2001). For an overview of the case for economic efficiency in judicial decision-making, see generally Posner (2003, p. 26).

10. For various ways in which misspecification might occur, see Kenton et al. (2021). A match between ideal and design specification has also been referred to as outer alignment, whereas inner alignment refers to a match between design and revealed specification. For an overview of the usage of these terminologies and framings, see Ngo (2022b).

11. Elsewhere, one of us (Winter 2022) refers to this new form of transparency as “transparency of options,” arguing that judicial AI could increase the overall level of transparency in judicial decision-making, especially from a liberal democratic perspective. Note, however, that transparency should be distinguished from interpretability, which we turn to in the next section.

12. For notable exceptions, see Section 2.

13. Note that this list is not exhaustive, and not all mechanisms listed are useful exclusively for assurance purposes. For instance, interpretability might well be considered an integral part of specification.

14. These and other terms are used in the literature with varying definitions (cf. also Deeks 2019, pp. 1834–38). For example, Atkinson, Bench-Capon, and Bollegala 2020 use the term explainability in much the same way we use interpretability. That said, we prefer the approach by Kenton et al. (2021, p. 5), which differentiates between explainability methods, which are requested post-hoc of an output, and interpretability methods, which seek to give humans (ex ante) understanding of the internal workings of a system (see also Rudin 2019). The latter has also been referred to as the “decompositional approach” to explainable AI (Edwards and Veale 2017, p. 64). In response, Deeks (2019, p. 1835) termed the “exogenous approach” to explainable AI that provides information about how the model works using extrinsic, orthogonal methods rather than providing the reasoning or inner workings of the system.
15. The interruptibility of an AI further depends on it being “corrigible”—that is, it must cooperate with corrective intervention such as shutting down safely and being modified, even though doing so could render it unable to fulfill its original goals (Soares et al. 2015).

16. As judicial AI provides increasing support and transitions to fully replace human judges, the role of humans in judicial decision-making might span interruption in order to correct and improve performance by responding to error and bias, to ensure resilience in case of failure or emergency, and to increase system legitimacy, among others (see Crootof et al. forthcoming, pp. 45–61).
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